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new era of data mining applications. one of these applications is the attempts 
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of study. In this work, we present an approach method of predicting students’ 
exam performance using clustering methods of (Fuzzy c-means, K-means and 

Hierarchal) combined with artificial neural network model of prediction. The 

results show that the use of clustering algorithms in the prediction process 
provides a high quality of prediction from (70% to 95%). This work also 

involves a comparison between these algorithms, which shows that the 
highest quality of predication can be obtained by using K-means method. 

Accepted: 30th September 2021 
Published:  25h November 2021 

 Keywords: Prediction model; clustering; K-means method; Fuzzy c-means; Hierarchal  

 
1.INTRODUCTION  

In the recent era of artificial intelligence and data mining possibilities, the importance and the applications of 

predicting and analyzing humans’ behavior and performance have increased dramatically. One of these applications is 

the attempt of forecasting students’ performance based on their activities and behaviors. in this area of study, 
researchers investigated different methods and approaches to enhance the prediction accuracy and address the 

challenges of behavior extracting and performance prediction. Authors tested the use of classification methods such 
as (K-Nearest Neighbor algorithm, Decision Tree and Bayesian) classifiers in the attempt of predicting the 

performance of students in exams and last tests. In [1], the authors investigated this approach by using K-NN 
classifier and Support Vector Machine algorithm. While researchers in [2] ,tested the (Decision Tree, Bayesian, k-NN, 
and Rule learners) to check the ability of extracting patterns in the datasets of students’ activities to predict their final 

academic performance. Amra and Maghari [3] also proposed a prediction model through exploiting two classification 
algorithms (K-NN and Naïve Bayes). Furthermore, Shaheed et. al [4] presents an approach of performance prediction 

using Iterative dichotomiser 3 (ID3), C4.5 and Classification and Regression tree (CART). It can be noticed from 
above research studies that these efforts and attempts focuses on the use of classification methods and neural 

network prediction model for students’ performance forecasting. These includes the targeting students’ activities, 

parental graduation levels, attendances, and prior exam results. However, there were no consideration of using 
clustering methods in the approaches and models in these studies. Therefore, in this work, we propose a model to 

predict students’ performance through exploiting clustering methods combined with Artificial intelligence classification 
model. 

 

2. RESEARCH METHODOLOGY 
In this work, we propose an approach model to combine the use of K-means, fuzzy c-means and Hierarchal 

clustering methods with artificial intelligence method of prediction (decision tree) to predict student performance 
based on their activities and parental status. This work also involves a comparative evaluation study between both 

clustering methods and the accuracy of the approach using each of these approaches. The following diagram shows 
the proposed prediction model in this work.  

As shown in Figure 1, the methodology of this work starts by gathering dataset of students’ activities and 

characteristics gathered from University of Minho, Portugal (from the website of http://www3.dsi.uminho.pt/pcortez.) 
Figure 2 shows a description of each of these attributes. 

http://www3.dsi.uminho.pt/pcortez
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Figure 1: Diagram of proposed Approach model 

 

 
Figure 2: Attributes description [5] 

 

Secondly, the preparation of the dataset is conducted by converting the nominal attributes such as (Mjob and 

Fjob) into numerical format which to be used for clustering process.  
Then, the attribute (G3), which represents the final grade of each student in the scale from (0 to 20), is 

clustered to be used for prediction purpose. Data clustering is considered a data exploration technique that provides 
the ability to group objects with similar characteristics [6] as “Clustering is the grouping of similar objects” [7] .  One 

of the well-known and popular clustering algorithms is K-mean.  

The targeted attribute is clustered using two known clustering methods (K-mean, Hierarchal and Fuzzy c-
mean). 
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Then the clustered attribute(G3) is used in the prediction process through exploiting Decision Tree algorithm 

for prediction, which is one of the widely used algorithms for classification and prediction.  It’s an upside-down tree 
that makes decision through checking the status of the attributes in the datasets.  

The implementation of the proposed prediction model conducted using KNIME toolkit. KNIME or Konstanz 
Information Miner is a modular environment that provides a user-friendly interface of workflow presentation of data 

mining tools [8].  

In the KNIME we built the implementation environment using Workflow interface with node blocks provided 
by KNIME for each function algorithm as shown in Figure 3.  

 

 
Figure 3: KNIME workflow 

In this implementation, we used Entropy scorer results comparison.  
 

3. RESULTS AND ANALYSIS: 
In this work, we propose an approach model to combine the use of K-means, fuzzy c-means and Hierarchal 

clustering methods with artificial intelligence method of prediction (decision tree) to predict student performance 

based on their activities and parental status. This work also involves a comparative evaluation study between both 
clustering methods and the accuracy of the approach using each of these approaches. The following diagram shows 

the proposed prediction model in this work.  
Table 1: prediction results of using different clustering methods 

Clustering method Entropy Normalized Entropy Quality 

Fuzzy C-means 0.53 0.265 0.73 

K-means 0.054 0.054 0.94 

Hierarchal 0.12 0.12 0.88 

 
According to Table 1, the results show that the quality of the prediction model ranges from 73% to 94%. 

Table 1 also shows that K-means method provides highest prediction quality of 94% in compared to other methods. 
While the quality of the prediction process using Fuzzy C-means reaches 73% and for Hierarchal method reaches 

88%. The results also present Entropy measure, which is a measure of true randomness in the dataset. According to 
our results, K-means methods show the lowest Entropy with 0.054.  

It can be inferred from above results, that the use of clustering methods in the process of predicting students’ 

performance through artificial intelligent for classification, shows high prediction results of > 70%. Accordingly, K-
means method shows the highest prediction quality of 94%. 

 
4. CONCLUSION AND FUTURE WORK: 

In the attempt of predicting students’ performance based on their activities, several data mining models and 

algorithms were studied. Researchers investigated the use of classification methods such (K-NN, Naïve Bayes, 
Decision Tree and Bayesian) algorithms to implement the prediction process. However, the use of clustering models 

and was not investigated thoroughly. Therefore, we propose an approach model to predict students’ exam 
performance using clustering methods combined with Artificial intelligent prediction model. In this work, we targeted 

student performance datasets gathered from University of Minho, Portugal. We conducted the prediction process by 

using (K-means, Fuzzy c-means and Hierarchical) clustering methods combined with Decision tree algorithm. This 
involves a comparison evaluation between these methods to detect the one with the highest prediction quality. The 

results show that the use of clustering methods in the process of students’ prediction provides high quality of 
prediction accuracy. In addition, according to our results, K-means method of clustering show the highest quality of 

94%.  
For the future work, we intend to test more clustering algorithms such as Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) with different prediction models. 
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